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Abstract

This manual describes the installation and execution of FUN3D version 14.0,
including optional dependent packages. FUN3D is a suite of computational
fluid dynamics simulation and design tools that uses mixed-element unstruc-
tured grids in a large number of formats, including structured multiblock and
overset grid systems. A discretely-exact adjoint solver may be used for for-
mal design optimization, error estimation, and mesh adaptation. FUN3D also
offers a reacting, real-gas capability and provides GPU acceleration of many
common simulation options.
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About this Document

This manual is intended to guide an application engineer through configu-
ration, compiling, installing, and executing the FUN3D simulation package.
The focus is on the most commonly exercised capabilities. Therefore, some of
the immature or rarely exercised capabilities are intentionally omitted in the
interest of clarity.

This document is updated and released with each subsequent version of
Fun3D. In fact, a significant portion is automatically extracted from the
Fun3D source code. If you have difficulties, find any errors, or have any
suggestions for improvement please contact the authors at

Fun3D-Support@lists.nasa.gov

We would like to hear from you.
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Quick Start

This section takes you from source code tarball to a rudimentary flow so-
lution using single processor execution on a typical Unix-style environment
(e.g. Linux, Mac® OS) with a Fortran compiler and the GNU Make utility.
FuN3D is most commonly executed in parallel, but the intent here is to pro-
vide the most basic installation, setup, and execution of the FUN3D flow solver
without the complexity of any third-party libraries or packages.

See section 1.4 for instructions on obtaining the FUN3D source code tarball.
Once you have it, unpack the source code tarball, configure it for your system
(section A), compile it, and add the executables directory to your search path.
For C Shell, e.g.,

tar zxf fun3d-14.0-*.tar.gz

cd fun3d-14.0-%

mkdir _seq

cd _seq
../configure --prefix=${PWD}
make install
setenv PATH ${PWD}/bin:${PATH}

cd ..

For Bourne Shell, the setenv command is export PATH=${PWD}/bin:${PATH}.
The change to the PATH environment variable can be made permanently by
adding the setenv or export command to your shell start up file. Next, move
to the doc/quick_start directory,

cd doc/quick_start

where you will find a very coarse 3D wing grid (inv_wing.fgrid) intended for
inviscid flow simulation (section 4). Also in this directory are the associated
boundary conditions file inv_wing.mapbc (section 3) and a FuN3D input file
fun3d.nml in Fortran namelist format (section B.4).

Execute the flow solver (section 5.1) by running the command

nodet

This should produce screen output similar to

FUN3D 14.0-d146f44 Flow started 12/19/2022 at 16:44:28 with 1 processes
Contents of fun3d.nml file below
&project
project_rootname = 'inv_wing'
/
&raw_grid
grid_format = 'fast'
data_format = 'ascii'
/
&governing_equations
viscous_terms = 'inviscid'
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12
13

14 mach_number =0.7

15 angle_of_attack = 2.0

16/

17  &code_run_control

18 restart_read = 'off'

19 steps = 150

20 stopping_tolerance = 1.0e-12

21

22  &global

23 boundary_animation_freq = -1

24/

25  &boundary_output_variables

26 number_of_boundaries = -1

27 boundary_list = '2,7-8'

28/

29 Contents of fun3d.nml file above

30 . Use the reference Mach number for the freestream: T

31 . opening inv_wing.fgrid

32 . nnodesg: 6309 ntet: 35880 ntface: 1392

33

34 cell statistics: type, min volume, max volume, max face angle

35 cell statistics: tet, 0.38305628E-05, 0.14174467E+02, 143.526944837

36 cell statistics: all, 0.38305628E-05, 0.14174467E+02, 143.526944837

37

38 . Constructing partition node sets for level-O... 35880 T
39 . Edge Partitioning ....

40 . Boundary partitioning....

41 . Reordering for cache efficiency....

42 . Write global grid information to inv_wing.grid_info

43 ... Time after preprocess TIME/Mem(MB): 918503.40 173.20 173.11
44 NOTE: kappa_umuscl set by grid: .00

45

46 Grid read complete

a7 y-symmetry metrics modified/examined: 1102/1102

48 Iter density RMS density_MAX X-location Y-location Z-location
49 1 0.611767950151108E-04 0.68431E-03 0.25001E-01 0.43479E-01 0.00000E+00
50 Lift 0.775285036093966E-01 Drag 0.352117247285817E-01

51 2 0.342644121204683E-04 0.11389E-02 0.41388E+01 0.24706E+01 -0.21321E+01
171

172 61 0.217555843541799E-12 0.83222E-11 0.65000E+01 0.00000E+00 0.65000E+01
173 Lift 0.809619929262272E-01 Drag 0.108249850731833E-01

174

175 Writing inv_wing.flow (version 12.2)

176 inserting current history iterations 61

177 Time for write: .0 s

178

179

180 Writing boundary output: inv_wing_tec_boundary.dat

181 Time step: 61, ntt: 61, Prior iterations: O

182 Done.

/

&reference_physical_properties

If FUN3D completed successfully, a Mach 0.7 inviscid flow over a very
coarse representation of an ONERA M6 semi-span wing [1] at two degrees
angle of attack is available. If not, please refer to Troubleshooting on page 484.

With visualization software capable of reading Tecplot™ files, you can vi-
sualize various surface quantities with inv_wing_tec_boundary.dat as shown

14



Figure 1: Mach 0.7 flow about a coarse ONERA M6 semi-span wing at 2
degrees angle of attack.

by the pressure contours in Fig. 1. Iterative convergence history can be plotted
from inv_wing_hist.dat as shown in Fig. 2. Histories of all five conservation
equation residual norms are denoted R_1-R_5, and the lift coefficient conver-
gence history is denoted C_L.
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Figure 2: Iterative convergence history for coarse ONERA M6 wing.
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1 Introduction

FUN3D began as a research code in the late 1980s. [2] The code was created
to develop new algorithms for unstructured-grid fluid dynamic simulations
of incompressible and compressible transonic flows. The project has since
grown into a suite of codes that cover not only flow analysis, but adjoint-based
error estimation, mesh adaptation, and design optimization of fluid dynamic
problems extending into the hypersonic regime. [3]

Fun3D is currently used as a production flow analysis and design tool to
support NASA programs. Continued research efforts have also benefited by the
improvements to stability, ease of use, portability, and performance that this
shift to simultaneous support of development and production environments has
required. These benefits also include the rapid evaluation of new techniques
on realistic simulations and a rapid maturation of experimental techniques to
production-level capabilities.

1.1 Primary Capabilities and Features

The primary capabilities of FUN3D are:

e Parallel domain decomposition with Message Passing Interface (MPT)
communication for distributed computing

e Two-dimensional (2D) and Three-dimensional (3D) node-based, finite-
volume discretization

e Thermodynamic models: perfect gas (compressible and incompressible)
and thermochemical equilibrium, and nonequilibrium?!

e Time-accurate options from first- to fourth-order with temporal error
controllers

e Upwind flux functions: flux difference splitting, flux vector splitting,
artificially upstream flux vector splitting, Harten-Lax-van Leer contact,
low dissipation flux splitting scheme, and others

e Turbulence models: Spalart-Allmaras, Menter k-omega SST, Wilcox k-
omega, detached eddy simulation, and others, including specified or pre-
dicted transition

e Implicit time stepping where the linear system is solved using either
point-implicit, line-implicit, or Newton-Krylov (multigrid is also under
active development)

!The multispecies, thermochemical nonequilibrium capability requires the high-energy
physics library, which is only made available upon specific request and under certain condi-
tions, see section 1.4 for details.

17



e Boundary conditions for internal flows and propulsion simulation includ-
ing inlets, nozzles, and system performance

e Grid motion: time-varying translation, rotation, and deformation includ-
ing overset meshes and six degrees of freedom trajectory computations

e Adjoint- and feature-based grid adaptation

e Gradient based sensitivity analysis and design optimization via hand-
coded discrete adjoint for reverse mode differentiation and automated
complex variables for forward mode differentiation

Before exploring more advanced applications (e.g., grid adaptation, moving
grids, overset grids, design optimization), the user should become familiar with
Fun3D’s basic flow solving capabilities and have appropriate computational
capability available as indicated in the next section.

1.2 Requirements

The Fun3D development team’s typical computing platform is Linux clusters;
so this is the most thoroughly tested environment for the software. A number
of users also run on other UNIX-like environments including Mac OS X™; these
platforms are supported as well. Users have also run on other architectures
such as Microsoft Windows™-based PC’s; however, the team cannot provide
explicit support for these environments.

The user will need GNU Make and a Fortran compiler that supports at
least the Fortran 2003 standard. During configuration, the Fortran compiler
is tested. Any newer Fortran features or extensions are detected are used
to the greatest extent possible. Intel®, Portland Group®, and GFortran are
tested by an automated build framework.

While the code can be compiled to run on only a single processor, as demon-
strated in the Quick Start section, most applications will require compiling
against an MPI implementation and one of the supported domain decomposi-
tion libraries to allow parallel execution.

The flow solver uses approximately 2.4 kilobytes of memory per grid point
for a perfect gas RANS simulation with a loosely-coupled turbulence model.
For example, a grid with one million mesh points would require approximately
2.4 gigabytes of memory. Memory usage will increase slightly with the in-
crease in the number of processors because of the increasing boundary data
exchanged. Different solution algorithms and co-visualization options will also
require additional memory. Typically, one CPU core per 50,000 grid points is
suggested, where a 3D mesh of 20 million grid points would require 400 cores.

18



1.3 Grid Generation

Fun3D has no grid generation capability. For internal development at NASA|
the most common sources of 3D grids are VGRID (ViGYAN, Inc. and NASA
Langley), SolidMesh/AFLR3 (Mississippi State), Pointwise (Pointwise, Inc.),
and GridEx (NASA Langley).

For 2D grids, the development team normally uses the AFLR2 software
written by Prof. Marcum et al. at Mississippi State University Center for
Advanced Vehicular Systems (CAVS) SimCenter. Scripts are available to fa-
cilitate the use of this grid generator, but the generator itself must be obtained
from Prof. Marcum. BAMG [4] is also used for 2D grid generation and adap-
tation.

1.4 Obtaining Fun3D

Fun3D is export restricted and can only be given to a “U.S. Person,” which
is a citizen of the United States, a lawful permanent resident alien of the U.S.,
or someone in the U.S. as a protected political asylee or under amnesty. The
word “person” includes U.S. organizations and entities, such as companies or
universities, see 22 CFR §120.15 for the full legal definition.

To obtain the FUN3D software suite please visit NASA Software Catalog.

1.5 Prebuilt Modules

Prebuilt FUN3D modules are available in the NASA Advanced Supercomput-
ing (NAS) and NASA LaRC K-cluster environments. Please visit the FUN3D
website https://fun3d.larc.nasa.gov to get the instructions on how to use
these modules.
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2 Conventions

This chapter discusses the coordinate system orientation and nondimension-
alization used by FUN3D. The nomenclature for this section is

= Speed of sound

= Sutherland constant

= Energy per unit volume; generic-gas: per unit mass
= Frequency

= Enthalpy per unit volume; generic-gas: per unit mass
Thermal conductivity

= Length

= Mach number

= Pressure

Hs SN > oa Qo
I

= Gas constant

=
®
|

Reynolds number

Time

N o~
[

Temperature

Cartesian components of velocity

£
<
g

I

x,y,z = Cartesian directions
a = Angle of attack

= Angle of sideslip

Heat capacity ratio

= Viscosity

T T =2 @
I

= Density

where an asterisk (*) denotes a dimensional quantity. A subscript ref denotes
a reference quantity. For fluid variables, such as pressure, ref usually corre-
sponds to the value ‘at oo’ for external flows or another condition for internal
flows. The units of various reference quantities must be consistent. For exam-
ple, if the reference speed of sound is defined in feet/sec, then the dimensional
reference length, L*,.r, must be in feet. In what follows, L, is the length in
the grid that corresponds to the dimensional reference length, L*,.f; Ly.s is
considered dimensionless.

Fun3D’s angle of attack, sideslip angle, and associated force coefficients
are based on a body-fixed coordinate system:

e positive x is toward the back of the vehicle;

e positive y is toward the right of the vehicle; and
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e positive z is upward

as shown in Fig. 3. This differs from the standard wind coordinate system by
a 180 degree rotation about the y axis. The a and § flow angle conventions
are shown in Fig. 4.

Figure 3: Fun3D body coordinate system.

u = VcosPcosa
v = -Vsinf
w = VcosPsino

|
|
: | —Vcosp

\Y% B I

| k—VcosPBsina

—_t - — - — = T —y

o

I —VcosBcosa

-Vsinf

X

Figure 4: FuN3D freestream flow angle definition.

2.1 Compressible Equations

= 2"/(L*ep/Lrey)

y =y /(L ves/Lres)

z = 2" (L ep/Lrey)

t =ta"er/ (L vey/Lrey)

p = p*/p*'ref Pref = 1

VI =1V*|/a"es Vlep = Mirey
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u = ut/a¥.y Upey = Myefcosacosf

v = U*/a*ref Uref = —Myef Sinﬂ

w = w/a .y Wrep = Myersinacos S

p =0 e i) Pres  =1/y

a =a"/a* s Qref =1

T =TT T =1

e = /(P resaTer) erep = 1/(v(y = 1)) + M2 /2

To see how the nondimensional Navier-Stokes equations that are solved
in FuN3D are obtained from their dimensional counterparts, it is sufficient
to look at the unsteady, one-dimensional equations for conservation of mass,
momentum, and energy:

Op*  O(p"u”)

_0
ot T ox

ot or {p R Ul e

de 0 ou k*aT } 0

+ —
ot Ox* ox* ox*

where k* is the thermal conductivity. For a thermally and calorically perfect

gas, we also have the equation of state, the definition of the speed of sound,

and the specific heat relation:

4

A
T =
p*R*

a*? — ")/R*T* (’Y — Cp*/cv*)

o —a' =R R/e"=(y=1)/y

The laminar viscosity is related to the temperature via Sutherland’s law

. T*Tef +C* T* 3/2
o= ref T + C* T*Tef
where C* = 198.6°R for air.
Substitution of the nondimensional variables defined above into the equa-
tion of state and the definition of the speed of sound gives:

P
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Sutherland’s law in nondimensional terms is given by

1O T g
T+ C*)T*c¢

where C* is the Sutherland constant (C* = 198.6°R for air) and where 7%,
is in degrees Rankine.

Substitution of the dimensionless variables into the conservation equations
gives, after some rearrangement,

(25 * a(apx - =0
agt Y +8ﬁ [pu +p— ;lé\ieffugﬂ =
A (ST T o e e e
where P, is the Prandtl number (generaﬂy assumed to be 0.72 for air)
po G

and where Rey, ., the Reynolds number per unit length in the grid, corre-
sponds to the input variable reynolds_number in the fun3d.nml file. Rey, , is
related to the Reynolds number characterizing the physical problem, Rer« .
by

p*rgf|v*|ref(L*ref/L7"ef) . p*ref|V*|7»efL*ref 1 - ReL*Tﬁf
lu’*ref /J’*Tef LT@f LT@f

ReLTef =

2.2 Incompressible Equations

z =" /(Les/Lres)

y =Y /(Ler/Lucy)

z = 2"/(L"ef/Lrey)

t = t*|V*|ref/(L*ref/Lref)

VI = VIV, Vler =1

u  =uf|V*. Upef = cOSacos 3
v =V, Upef = —sinfs

w o =w |V, Wrep = sinacosf

p = p*/( ref|V*|7~ef) DPref =1
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For incompressible flows, FUN3D does not model any heat sources. The
temperature T* is constant and so is the viscosity p*. After dividing through
by a constant reference density, the one-dimensional continuity and momentum
equations are:

ou*
ox*

ou* 0 * 4 p* e r Ou*
Yoy w?y L ZH e U =0
ot Ox* P ref 3P ey OT*

The fundamental difference between the nondimensionalization of the com-
pressible equations and the incompressible equations is that the sound speed
is used in the former and the flow speed in the latter. Substitution of the
dimensionless variables defined above into the conservation equations gives,
after some rearrangement,

ou

%—0
@4_2 w? + _é 1 % =0
ot Ox b 3 Rey,,, 0v]

where, exactly the same as in the compressible-flow path, the Reynolds number
per unit length in the grid is

p*ref’V*lrefL*Tef . ReL*ref

RGL
:u*ref L7"€f

ref =

2.3 Generic Gas Equations

The generic gas path requires all reference quantities (velocity, density, temper-
ature) be entered in the meter-kilogram-second (MKS) system. The transport
property nondimensionalization includes the effects of rescaling using the grid
length conversion factor. The nondimensionalization of other flow variables
follows the practice used to derive the Mach number independence principle.
Neither Mach number nor Reynolds number can be used to define reference
conditions; these are derived from the fundamental reference quantities. The
derived Reynolds number is relative to a one meter reference length. Tem-
perature is never nondimensionalized; it always appears in units of degrees
Kelvin.

p = p*/p*ref pief [kg/mS]
u — u*/v*ref r*ef [m/S]

v =V K]
wo=w Ve Ly [m]
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a =a" Ve
p - p*/(p*refv*%ef)
e =evid
* *2
h ~ h*/v* Tef* * *
noo= N (T )/p refv;efLref

2.4 Unsteady Flows

One of the challenges in unsteady flow simulation is determining the nondi-
mensional time step At. The number of time steps at that At necessary to
resolve the lowest frequency of interest will impact the cost of the simulation
and too large a At will corrupt the results with temporal errors. Time is
nondimensionalized within FUN3D by

t =t"a"es/(L*res/Lyes) (compressible)
t =tV ,op/ (L ves/ Liey) (incompressible)

where, as in the previous sections, quantities denoted with * are dimensional.
In all unsteady flows, one or more characteristic times t* ., may be identi-
fied. In a flow with a known natural frequency of oscillation (e.g., vortex shed-
ding from a cylinder), or in situations where a forced oscillation is imposed
(e.g., a pitching wing), a dominant characteristic time is readily apparent. In
such cases, if the characteristic frequency in Hz (cycles/sec) is f* ., then

t*ChT‘ = 1/f*ch7“
In other situations, no oscillatory frequency may be apparent (or not known
a priori). In such cases, the time scale associated with the time it takes for

a fluid particle (traveling at a nominal speed of [V*[ ) to pass the body of
reference length L*,.; is often used:

t ehr = L*ref/|v*|ref

The corresponding nondimensional characteristic time is therefore given by:

chr»

Lehr = t*chraf*ref/(L*ref/Lref) (Compressible)
tehr = t*chr|V*|T6f J(L*ref/Lyer)  (incompressible)

Once the nondimensional characteristic t., is determined, the user must
decide on an appropriate number of time steps (N) to be used for resolving
that characteristic time. Then the nondimensional time step may be specified
as:

At =ty /| N
The proper value of N must be determined by the user. However, a reasonable
rule of thumb for second-order time integration is to take N = 200. Note that if

there are multiple frequencies requiring resolution in time, the most restrictive
should be used to determine At.
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2.5 Turbulent Flows

The turbulence equations are nondimensionalized by the same reference quan-
tities as the Navier-Stokes equations. The nondimensionalized variables used
with the turbulence models are:

poo= T ey
k= k*/a*zef

W= W*M:eg/Piefa*feg
Pk = P;L*ref/:u:ef&*ref
P, = P;L*gef/:u:efa*zef

Tij = Tij L vep /(¥ e @ rer)

where, as in the previous sections, quantities denoted with * are dimensional.
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3 Boundary Conditions

This chapter discusses the boundary conditions available in Fun3D. Table 1
lists the integers used to specify FUN3D boundary conditions with a short
description. Each grid description subsection in section 4 indicates how these
integers are specified. Details of the boundary condition implementation are
provided by Carlson. [5] Details of symmetry boundary conditions are provided
in section 3.1. Some boundary conditions have required or optionally specified
parameters defined in the &boundary_conditions namelist, see section B.4.21
for further boundary condition details.
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Table 1: FuN3D boundary conditions.

BC Description Notes
—1 Overlap overset grid boundary

3000 Tangency zero normal velocity, specified via fluxes

4000" Viscous (strong) explicitly set the no-slip condition

4100™ Viscous wall function sets a shear stress condition via a wall function

4110" Viscous (weak) implicitly set the no-slip condition

5000 Farfield Riemann invariants

5026 Extrapolate supersonic outflow, variables extrapolated from the interior

5050 Freestream external freestream, specified via fluxes

5051 Back pressure specified static pressure (switches to extrapolation boundary
condition in the presence of supersonic flow)

5052" Mach outflow static pressure outflow boundary condition set via a specified
subsonic Mach number (not for boundary layer ingestion)

6021 Symmetry plane 1 symmetry enforced by replacing z-momentum with zero ve-
locity normal to arbitrary boundary plane.

6022 Symmetry plane 2 symmetry enforced by replacing y-momentum with zero ve-
locity normal to arbitrary boundary plane.

6023 Symmetry plane 3 symmetry enforced by replacing z-momentum with zero ve-
locity normal to arbitrary boundary plane.

6100 Periodicity discrete periodicity, limited to nominally 2D grids extruded
across n planes in a third dimension

6661 X-symmetry plane enforces symmetry for x Cartesian plane

6662 Y-symmetry plane enforces symmetry for y Cartesian plane

6663 Z-symmetry plane enforces symmetry for z Cartesian plane

7011 Subsonic inflow subsonic inflow (pipc = Drotal,pienum/Pstatic, freestream.
Tt,bc = Ttotal,plenum/Tstatic,freestream) for nozzle or tunnel
plenum ( Mipfi0w < 1))

7012"  Subsonic outflow subsonic outflow (ppe = Pstatic,iniet/Pstatic, freestream fOr in-
let flow (does not allow for reverse or supersonic flow at the
outflow boundary face)

7021" Reaction control jet plenum  models the plenum of a reaction control system (RCS) jet

7031% Mass flow out specification of massflow out of the control volume

7036" Mass flow in specification of massflow in to the control volume

7100" Fixed inflow fixed primitive variables in to control volume

7101" Fixed inflow profile specified profile

7103" Pulsed supersonic inflow pulsing supersonic flow

7104" Ramped supersonic inflow ramping supersonic flow

7105 Fixed outflow specified primitive outflow conditions

7201  Frozen solution maintains specified solution, whether through restart data or

flowfield initialization

* See &boundary_conditions namelist in section B.4.21 to specify auxiliary information and for
further descriptions.
™ See &turbulent_diffusion models namelist in section B.4.10 to specify auxiliary information.
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3.1

X-Symmetry, Y-Symmetry, and Z-Symmetry

The symmetry condition in FUN3D enforces discrete symmetry. That is, if
the mesh were mirrored about the symmetry plane and run as a full-span
simulation, the residuals would be identical. Assuming the reference area
input was doubled accordingly, the outputs (such as lift, drag, etc.) would also
be identical. The FUN3D automated tests include a case where a mirrored
grid is compared to the symmetry boundary condition. Discrete symmetry is
also enforced where multiple symmetry condition intersect (i.e., a corner of
Y-symmetry and Z-symmetry).
Specifically, the condition enforces:

Any points on a symmetry plane are first “snapped” to the average
coordinate for that plane. Many grid generators will have some small
amount of “slop” in their y-coordinates for points on a y-symmetry plane;
FUN3D immediately pops all of the points onto the exact same plane,
at least to double precision.

The residual equation corresponding to the momentum normal to the
symmetry plane is modified to reflect zero crossflow (i.e., pv = 0 on a
y-symmetry plane).

The least squares system used to compute gradients for inviscid recon-
struction to the cell faces is augmented to include symmetry contribu-
tions across the symmetry plane(s).

All gradients of the velocity normal to the symmetry plane (v for a
y-symmetry plane) in the source terms for the turbulence models are
zeroed out. Gradients of the tangential velocities are zeroed out normal
to the symmetry plane (du/dy, dw/dy).

No convective flux of turbulence normal to the symmetry plane.

Grid metrics (e.g.