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CFD Vision 2030 Study

NASA/CR-2014-218178

See http://www.cfd2030.com

http://www.cfd2030.com/
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Examples of Engineering Use

ÅNVIDIA V100 GPU improves over Intel Xeon Skylake CPU by 4-5x

Å NVIDIA A100 GPU improves to 7-8x

ÅGPUs typically bundled in nodes with 4, 6, or 8 GPUs

ÅGPU nodes are more expensive, but still a win on performance / $

25x

Space Launch System

11 GPU nodes of 6xV100: 17 mins

11 CPU nodes of 440 cores: 7 hrs

OR

66 GPUs do the work of 350 CPUs (14,000 cores)

Supersonic Flows

3 GPU nodes of 6xV100: 37 mins

3 CPU nodes of 120 cores: 16 hrs

OR

18 GPUs do the work of 103 CPUs (4,120 cores)

26x

Rotorcraft

2 GPU nodes of 6xV100: 28 mins

2 CPU nodes of 80 cores: 11 hrs

OR

12 GPUs do the work of 60 CPUs (2,400 cores)

23x
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Recent Summit Campaigns

Å Summit Early Science, INCITE campaigns for simulations of 16-meter diameter 

human-scale Mars lander with O2/CH4 combustion in Martian CO2 atmosphere

Å DES of 10 species/19 reactions, 7B elements, seconds of real time

Å Runs on 15,912 V100s with approximate throughput of several million CPU cores

Å Big data: 90 GB of asynchronous I/O every 30 seconds for 2 days yields ~1 PB 

per run; 60 TB/day migrated from ORNL to NASA Ames

Å Stepping stone to CFD 2030 exascale milestones

Temperature CO2 H2O

This research used resources of the Oak Ridge Leadership 

Computing Facility at the Oak Ridge National Laboratory, which is 

supported by the Office of Science of the U.S. Department of 

Energy under Contract No. DE-AC05-00OR22725.



FUN3D Test Problem

Transonic turbulent flow over a semi-span wingbody

consisting of 1,123,718 grid vertices, 1,172,171 

prisms, 3,039,656 tetrahedra, and 7,337 pyramids. 

The off-diagonal matrix consists of 19,106,474 

blocks.

15 iterations of the linear solver are timed.



Å FUN3D solves the Navier-Stokes equations

of fluid dynamics using implicit time integration

on general unstructured grids

Å This approach gives rise to a large block-sparse

system of linear equations that must be solved at

each time step

Å Multicolor point-implicit linear solver used to solve ὃɝὗ Ὑ

for i = 1 to n_time_steps

do

Form Right Hand Side

Form Left Hand Side

Solve ὃɝὗ Ὑ
Update Solution

end for
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Multicolor Point-Implicit Solver
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Å Implicit scheme results in linear systems of equations:

o ὃɝὗ Ὑ,  ὃis a sparse ὲĬὲblock matrix

o Typically 14-19 blocks per row

o block is of size ὲὦĬὲὦ(typically, ὲὦ= 5)

ÅMatrix ὃis segregated into two separate matrices:

o ὃſ ὕ+ Ὀ,  where ὕand Ὀrepresent the off-diagonal and diagonal blocks of ὃ

o Ὀis always stored in double precision (FP64)

o ὕis typically stored in single precision (FP32), option for half-precision (FP16)

ÅPrior to performing each linear solve, each diagonal block Ὀis decomposed
in-place into lower and upper triangular matrices

Multicolor Point-Implicit Solver: Basics
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Uses a series of multicolor point-implicit sweeps to form an approximate solution to ὃɝὗ Ὑ

Å Color by rows which share no adjacent unknowns; re-order rows by color contiguously

Å Unknowns of the same color carry no data dependency and may be updated in parallel

Å Updates of unknowns for each color use the latest updated values for other colors

Å The overall process may be repeated using several outer sweeps over the entire system
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