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Abstract

Accurate first-principles flow prediction is essahto the design and development of rotorcraft amile current
numerical analysis tools can, in theory, model ¢benplete flow field, in practice the accuracy oédb tools is
limited by various inherent numerical deficienciesAn approach that combines the first-principlesysital

modeling capability of CFD schemes with the vorpggservation capabilities of Lagrangian vortex rmdthhas
been developed recently that controls the numeditlsion of the rotor wake in a grid-based sollsggremploying
a vorticity-velocity, rather than primitive variaglformulation. Coupling strategies, including ishte exchange
protocols are evaluated using several unstructsteaictured, and Cartesian-grid Reynolds Averagadiéd-Stokes
(RANS)/Euler CFD solvers. Results obtained witk thybrid grid-based solvers illustrate the capgbif this

hybrid method to resolve vortex-dominated flowdelwith lower cell counts than pure RANS/Euler roelh

Nomenclature w vorticity vector

C; thrust coefficient g rotor rotapon rate :

. . coupling interface region
n iteration number Introduction
n unit surface normal vector
q flow state Accurately determining the fluid dynamic environrhen
R rotor radius is critical to the calculation of rotorcraft penfoance.
R coordinate vector Since the helical wake usually remains near therrot
S surface blades for an appreciable amount of time, inaceuoat
S vorticity source term diffusive wake modeling also leads to poor preditsi
t time of blade loading and BVI events so that correct
u velocity field prediction of the wake strength, structure andtpmsis
Us free stream velocity field essential. Both Lagrangian vortex methods and- grid
\% volume based Computational Fluid Dynamics (CFD) techniques

have been developed to numerically simulate rotaten

v viscosity flows; however, while such analysis tools are cépab
p air density predicting the loading on rotors under various Hlig
p source point coordinate vector conditions, formulational assumptions or computsio

cost constrain their routine application to general
configurations.
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istorically, rotor blade aerodynamics have been
modeled with vortex methods of varying sophistimati
y(Iifting line, lifting surface etc), however theggethods



are limited in their ability to address viscous andip in the region where the wake has not rolled up
compressible flow. While extensions of these masho sufficiently to start the Lagrangian solution [Z&-38].
can address compressibility and viscous effecta to In addition, these techniques have difficulty mauig!
limited degree, only Navier-Stokes CFD solvers ar8light regimes where vortices pass close to therrot
capable of reproducing all of the significant fluidblade [28, 35, 39].

dynamics mechanisms and producing predictions of . .
sufficient engineering accuracy for both steady an%agranglan particle methods have also been coupled

: FD tools to address the diffusion of vorticity [40L].
unsteady blade loading [1-3]. These methods typically suffer from the same
Lagrangian free-wake methods, where the rotor vigke limitations as their filament based counterpartsiciv is
modeled as a vortex filament (or a collection oftew expected since vortex particles are functionally
filaments) trailed from each blade, can predicequivalent to very short filament segments.
adequately the wake induced loading on a rotorafor Furthermore, while particle methods have been very
variety of flight conditions and applications [4]11 successful at solving two-dimensional problems,
Such methods offer fast turnaround times, even redlifficulties associated with maintaining divergesfoee
time, and can be easily coupled to lifting-line grachel vorticity fields and managing particle disorder J42
methods. While these approaches are ideally stited preclude routine application of such methods tahhig
propagating vortices over long distances and offer Reynolds number three-dimensional flows, such as
compact flow description, their efficiency detedt#s those associated with rotorcraft. Nevertheless,
for flight conditions where the rotor wake undergoepromising research in this area based on rotoreblad
large scale distortions (e.g. strong wake on wakleeam/lifting line models is ongoing [43, 44].
interactions such as vortex ring state, airfram
interactions, and ground effect). In such situsjahe
neglected viscous and compressibility effects dedyl
to become significant. Also, core distortions beeo
pronounced and must be modeled empirically.

Feecently, it has been shown that numerical diffag
the rotor wake can be controlled in a CFD solver —
albeit, one based on a vorticity-velocity formubeti—

by carefully constructing the flux formula and seieg

an appropriate flux limiter [45-47]. The Vorticity
Traditional grid-based CFD methods (i.e., solutmin Transport Model (VTM), however, has not been
the density, velocity and pressure variables), @b ndeveloped to the extent where it can provide good a
make any a-priori assumptions about the shape apdori predictions of blade aerodynamics, and isedr
evolution of the flow-field. These techniques aire, by a Weissinger-L panel method coupled to airfailad
principle, capable of modeling the formation, e¥imn, tables. This limitation motivated the developmehia
coalescence and rupture of the complete rotor wakeodular flow solver, VorTran-M, initially based dhe
Unfortunately, because of the helical/epicycloidaiure CFD solver in VTM that can be coupled to a
of the rotor wake, regions of strong vorticity rema conventional Navier-Stokes code [48, 49]. In this
near to the rotor for appreciable amounts of tiawd arrangement, the Navier-Stokes solver is usedsilve
the extended action of numerical diffusion, inhéren the (presumably small) regions of compressibleotisc
current differencing methods can quickly smear thfiow near to the blades, and VorTran-M is appliedhe
vorticity without expensive grid refinement [12]. remaining, vortex dominated flow domain. Such an
arrangement simultaneously exploits the ability of
Gtaditional CFD to predict local aerodynamics ahd t
rI|ow dissipation first principles wake modeling
é’apabilities of VorTran-M in the wake.

The ability to preserve intense vortices and oth
localized flow features in rotorcraft flow-field
calculations remains a major challenge, and ma
researchers have tried to solve the numerical sldfu
induced problem, with limited success, by incregsinBuilding upon the prior work presented in [48-501is
both the grid resolution and the accuracy of thpaper explores concepts for accurate hybrid cogplin
numerical technique used to transfer flow propsrtieand presents results from the integration of aoiglo
from one grid cell to the next [13-20]. Vorticity vorticity solver, VorTran-M with several unstructat
Confinement [21-25] can also be added to the CFBtructured and Cartesian based RANS/Euler CFD
formulation, but results are highly sensitive tograeter solvers.

ings [23]. ici
settings [23] Vorticity Transport Methodology

Attempts have also been made to combine the best . ) . .
features of CFD and vortex filament techniques 326- In the hybrid strate_gy, the far field wake_ls smi\u;mg
and whilst these coupled solutions generally yielg"e u_nsteady vort|(_:|ty transport equation, whicls ha
improved performance predictions for a select numbe€€" mplemented In the VorTran-M solver [48_50]'
of flight conditions, they still suffer from numesl 'S Obtained by taking the curl of the Navier-Stokes

diffusion of the rotor wake, particularly near thiade ~€duations. Denoting the local flow velocity, and the



associated vorticity distributionw=0Cxu, then for - .
incompressible 3D flow this equation is stated as .{
follows:

¥

%c_uwDDc_u-c_uDDu =uPw+S (1)

whereS is a vorticity source representing vorticity that - » .
arises on solid surfaces immersed in the flow. For *
rotary wing aircraft, the wake arises as a vostistturce

associated with the aerodynamic loading of therroto .

blades, fuselage, wings, and other parts of theckeh g -

The velocity induced by this vorticity distributiat any o
point in space is governed by the Biot-Savarfigure 1: Snapshot of vortex paring in the wakedzth
relationship, a two bladed hovering rotor from [53]

DPu=-Oxw @) Computational Fluid Dynamic Solvers

_ An important goal of the work presented here is to
that, when coupled to Equation 1, feeds back thgmonstrate the feasibility of successfully and
strength and geometry of the rotor wake to theit@d efficiently implementing a hybrid arrangement in a
of the rotor blades and fuselage. variety of CFD solvers and to identify and addrkesg

Equations 1 and 2 to calculate the evolution ofrtiter ~ Thus, the development of a hybrid CFD/VorTran-M
implementation calculates the velocity, at which the Methodologies: CDI's RSA3D (unstructured RANS)
vorticity field must be advected, by inverting Eaa 2 and CGE (Cartesian grid Euler) codes, as well as
Fast Multipole method on an adaptive grid [46, 58, FUNS3D (unstructured RANS).

The vorticity distribution is then advanced throughe Rrga3p

using a discretized version of Equation 1, obtaineg , o
; ; : : DI's Rotor Stator Analysis in 3D (RSA3D) was
using Toro’s Weighted Average Flux (WAF) algor'thmoriginally developed under the sponsorship of NASA

Eif)]egtré% fSOtrraer;%hsE?T;thSé %I!ttmg. This processhien Glenn Research Center to model aeroelastic roaorst
interaction problems, and can also analyze flowsrov
This numerical technique conserves vorticity extlic  propellers, rotors, complex multistage
and has been shown to preserve the vortical stegtu compressors/turbines and cascades [58-61]. RSA3D
of rotor wakes for very long times. Numerical ddfon solves the RANS equations on a unstructured moving
still admits the spreading of vorticity, but thianrcbe deforming grid using multigrid acceleration stragsg
controlled by implementing a suitable flux limiterthe [58]. It also includes an efficient quad-tree-tthse
WAF scheme [56]. Such an approach is in contmast tnterpolation scheme to handle the sliding rotetest
that of [57], where a vorticity-velocity formulatiois interface in a consistent and conservative manar,
employed to conserve vorticity, however use ofvell as an optional containment-dual based
conventional flux limiters results in the same &ell discretization scheme to reduce dissipation on high
counts (30 across a vortex) as traditional CFDetmlve  aspect ratio grids [59-61].
vortical flow fields. CGE

Figure 1, demonstrates the ability of this formiolatto  cpy's Cartesian Grid Euler (CGE) solver determines
capture detail in the wake structure of a hoverigr  the three-dimensional unsteady flow field by sodvthe
even with a relatively coarse grid (800,000 grilsc&0  compressible Euler equations upon a Cartesian grid
cells per rotor radius, 6 cells per blade chor@] [4This  strycture consisting of a hierarchical collectidmested
example illustrates that if the vortical structuiasthe cube-shaped cells (an octree) [62]. A central elerin
wake are acc_urately resolved, then thg solutiori v_vi{he Cartesian grid concept is reliance upon intéice
show  experimentally ~ observed fluid  dynamicmethods to generate the cell volumes and aredseat t
phenomena such as the growth of the vortex pairingrfaces rather than attempting to locally alige tinesh
instability and the subsequent loss of symmetryhan  \yith complex surfaces. Once a surface definitias h
wake downstream of the rotor. been provided, the subsequent grid generation lamd f
computation can proceed autonomously since the



Cartesian mesh does not need to be boundary usually incompressible, the CFD grid must

conforming. Moreover, while primarily intended to extend sufficiently far that the effects of
solve compressible flows, CGE has also been shown t compressibility outside the domain can be
behave well for low speed flows with Mach numbessle neglected.

than 0.1, 2. In a vorticity-velocity formulation, the velocity
OVERFLOW anywhere inside a domain is completely
NASA’s OVERFLOW (2.1) code [63-65] solves the determined by the vorticity distribution over the
compressible RANS equations on either single blrck domain and the velocity distribution over the

Chimera overset mesh systems for all types of grid domain boundary.

topologies (O-, H- C-).  Second-order temporal 3 |n general, the CFD grid will move relative to the

integration is achieved via dual time stepping emtbn mesh used by thesu method.

sub-iterations. Spatial discretization optionslide a -

range of schemes from second to fifth order acgurac 4. The local flow solution is transferred from the

Low-Mach number preconditioning is available to CFD solver to thewu solver where it is then

compute low-speed flows. evolved according to the vorticity transport
equation. Steps must be taken to prevent double

FUN3D counting of vorticity by ensuring that once the

The FUN3D code has been developed at the NASA  yorticity is transferred to theru solver, it or its

Langley Research Center [66-68] to solve both evolved derivative will not be projected again at

compressible and incompressible RANS equations on a later time step.

unstructured tetrahedral or mixed element mesfid®

incompressible RANS equations are simulated vi&FD/@-u Coupling Strategies

Chorin's artificial compressibility method [69]. fikst- Coupling CFD to vorticity-velocity methods requiras

order backward Euler scheme with local time steppintwo-way interface (see Figure 2), which has been

is applied for steady-state simulations, while eosel- implemented using both direct coupling, where tk®C

order backward differentiation formula (BDF) resdv code calls the vorticity-velocity solver as a colegi

time-accurate simulations.  Non-overlapping contrdibrary, and also using Python-based strategieseial

volumes surround each cell vertex or node where timethods have been employed for hybrid coupling, and

flow variables are stored, resulting in a node-asehe following paragraphs review these methods and

solution scheme. An overset mesh capability resolv present their advantages and limitations in theedrof

multiple frames of motion within one simulation [70  the current application.

Hybrid Grid-Based CFD Solver Development CFD grid uses VorTran-M to

specify velocities on boundary

General and versatile interfacing strategies faptiog
CFD methods to a vorticity-velocityfu) based solver
have been developed that build upon commonly uset
techniques for coupling numerical flow solvers tihge,
and incorporate new elements to account for grid &8 _
motion and support the immersion of multiple bodies :
(rotor blades, rotors and/or fuselage componentshe ’w
flow. <
The coupling strategy relies on the VorTran-M medul £
for vorticity transport outside of the CFD domainda
utiizes the CFD solver to handle the viscous '
compressible flow near the surfaces and provide the CFD calculates a vorticity distribution
vorticity source terms requires in VorTran-M. to initialize the VorTran-M solution

The Coup“ng procedure is gu|ded by Severd‘f‘igure 2: Schematic of multi-domain CFD/VorTran-M

considerations regarding the underlying formulationcoupling
and capabilities of the respective codes: Initializing the Wake Vorticity

VorTran-M domain

1. In order to control numerical dissipation withinLoading approachBy far the most common method for
the CFD solver at minimal cost, it is desirable tsetting the vorticity in the wake based upon theDCF
use a fine mesh over the smallest volumsolver is to calculate the spanwise loading alomg t
necessary. However, sineeu formulations are rotor blade and then use this to radially distéhut



circulation, and hence vorticity, in the wake [3), as well as sophisticated boundary conditions twgme
71]. In its simplest form the peak circulationuised to the spurious reflections from the interface [39].

set the strength of a single vortex filament lodagiher
at the blade tip, location of peak circulation a@rtlae
centroid of circulation. More sophisticated adéiptes

Perturbation Approach: This approach attempts to
decouple the flow field (i.e. the Navier-Stokesktul
trail multiple filaments from the blade based or th thaﬂagg?]s)béntgoﬁ/ezjapéilyagg'ngwi\{ﬁrt:aéu?,; rglzor\]/\?;ke
change in circulation along the span. Such ancaubr model. and a smoothlg/ var;%ng part that can be
is relatively simple and robust and builds upon the ' .

ccurately solved using a CFD solver that captures

assumption that the CFD predicted loading should
provide the most accurate representation of the ne ffects neglected by the wake model [31, 32]. Tou

wake. Unfortunately, this strategy implicitly uses \(;v%r:ecnepélljjae”}[/o ﬁgpgﬁgnaoég'lfn a%%rglicaﬁioa;eatﬁ(:vgwn
thin-wake assumption (i.e. a Kutta condition is lagab f g ’

so that the wake leaves the trailing edge of tlaeld)l modgl drifts” from the true solutlon and so no @ﬂﬁ"
[33] where any vorticity related to separated flisv provides a useful reference solution from which the
accounted for in terms of changes in the strenfthe smoothly varying part can be developed. More

. . . enerally, decoupling the solution to the Navier-
wake, but NOT the location (relative to the leadamyl 9 : ; . :
trailing edges). An additional concern with thisthod Stokes/Euler equations is not always possible éreh

is that without care in providing wake feedbacktbe tahrg lf(c))lljl(rj] dt;?d'ign'gititgssCgénﬁg:aé'ggglj ?grzghnvfe-&;ﬁﬂs
CFD solution, it is possible for the near field y P W

representation to diverge from the free-wake sitee If the wake model relies upon a Biot-Savart law to

CFD method and the wake approach solve differer?f"lcu'ate the wake-induced velocity, and velocites

equations (i.e. viscous and compressible CFD vers{eegqrt'u'rrﬁgt%nevegy grrc')c;fr? 'ntcgntheb(éggmdeoma'rgﬁgﬁ?vel
incompressible inviscid free wake). P ; bp . L y
expensive for 3D computations even if some sort of

Direct coupling Direct (volumetric and boundary) field based method, such as Fast Multipole or Baiss
coupling approaches can also be employed to iizitial equation inversion, is employed. A variation ofsth
the wake by setting the three components of veytici approach is employed in the HELIX code, where vorte
based on the vorticity in each CFD cell on thesxcall embedding is used to drive a potential flow mo@8, [
the outer boundary of the CFD domain (i.e. the CFR9, 30]. Here the physical velocity components are
domain is discretized as one particle per CFD agll, decomposed into a part associated with the velocity
one filament per CFD cell). For particle method8,[ potential and a vortical part associated with regiof
41], care must be taken to ensure that there feiguit the flow containing the rotor wake. A Lagrangian
CFD resolution to maintain adequate particle oyerlatechnique is employed to model the wake, and thikew
however for filament based approaches the situatiolution is then embedded into the potential flow
becomes more complicated. A single filament can bdomain by interpolating the wake induced velocityn
trailed from each CFD boundary face based on thbe Lagrangian wake into the appropriate cell ia th
circulation in each cell, however determining theed potential domain [72, 73].

component and the filament connectivity is compéda
and may result in a very inefficient wake repreatan
(i.e. many weak filaments). Of course, some adtirn
representation of the vorticity interior to the bdary
must be included for correct evaluation of the Biot
Savart equation. A more sophisticated applicatbn
this method is employed in the VTM code [46] and b
Zhao and He [44] where the loading (albeit from
lifting line/surface style thin wake) is projectedto a
temporally and spatially changing interpolationface
prior to discretization.

Surface Transpiration Approacithis approach directly
addresses the computational expense and genevélity
the perturbation approach by evaluating the rotakev
induced velocities only at those grid points that a
located on surfaces immersed in the flow [74, 75].
essence, this technique serves to implicitly attes
iocal angle of attack of each aerodynamic segmént o
along the rotor blade, and is only strictly valad Euler
calculations where no boundary layer is modeled and
the velocity at the surface of the blade can bezen.
Moreover, because the influence between the rotdew
Providing Feedback to the CFD Solver and CFD models is essentially one-way (i.e. theewak

Boundary coupling The simplest way to provide model _sets transpiration velociti_es in the CFD
feedback to the CFD solver is via modificationstiie ~ Calculation, but the CFD flow solution usually has
outer boundary state [39, 40]. This ensures thatip Pearing upon the wake model) the method remains
vortex trajectories predicted by the wake and CFfimited in its ability to model the vortex distastis
solvers align at the boundary. Unfortunately, thiéesultmg from vortex-vortex and vortex-surface
approach requires adequate resolution in the CHBteractions.

domain to ensure adequate resolution to the tipexpr




Field Velocity Approach The field velocity approach field to preserve wake vortices. The inner CFRi gran
uses the techniques of indicial modeling to pertimit thus now be limited to the small regions about the
influence of the rotor wake to alter the time nwtrof surfaces where compressibility and viscosity are

the CFD grid without actually distorting the gri@§],
33, 35, 76, 77]. This is a quasi-steady type @rapch
that linearizes the induced velocity of the rotcake,
but neglects the effects of the wake pressure andity
fields. While this technique inherently neglecteand
order wake effects, it is potentially more accurtdan

important and high resolution of vortex-vortex and
vortex-surface interactions is required.

In the hybrid coupling scheme, the wake solverigibyt
in a selected region is overwritten with valuegrfrthe
CFD solution at every time step (see Figure 2).isTh
procedure, described in detail in [49] eliminatesile

the surface transpiration method and less complan t counting and also facilitates the handling of mgvin
the perturbation approach. However, like the s@fa grigs, a requirement for efficient rotorcraft mddgl
transpiration approach, the field velocity techmiqu\ynile other options can be considered, the oveingit
attempts to address the boundary condition problefims procedure appears to be the most effective in
the perturbation method by evaluating the rotor evaksimyltaneously accommodating general moving grids
induced velocity on the surface of the rotor bladeypile retaining simplicity in both formulation armbde

unfortunately, this location, where the no-slip bdary
condition should be enforced, is exactly whereigiiyt

implementation.

based wake models have problems and poor predictioor Tran-M/CFD Coupling Strategy

of the blade surface velocities may result. Addiil

These considerations motivated the current apprfmach

problems may arise from double counting of the wakeotorcraft applications that defines four regionsthe
induced velocity since both the CFD solver and th#ow domain and treats vorticity differently in dac

wake solver have solutions in the overlap regioh.

domain.

These regions, summarized in Figure 3, are

recent application of this approach has attempted tlefined as:

address this limitation by not including the inddce
velocity influence of the free wake in the overtagion
when calculating the field velocities [33], unfanately,
given the definition of the Biot-Savart relationshthis
strategy results in erroneous induced velocities.

Hybrid Approach: This technique is a hybrid pseudo
overset approach that
computational domains; an inner (CFD) and an outer
(wake) domain, connected by an overlap region. The
outer domain serves to set the boundary conditadns
the inner domain, whilst the overlap region funetias

an interpolation region to determine the passagehef
flow from one domain to the other. This hybrid
approach addresses the shortcomings of the apm®ach
described above by evaluating the rotor wake induce
velocities in an overlap region of the flow wherattb

the CFD and wake methods provide adequate modeling
fidelity. By suitably choosing the size and looatiof

the overlap region, this technique can be made to
preserve the spatial resolution of each numerickies

and thus maintain an accurate representation dfdie
passing between the two domains. Furthermore, this

approach minimizes computational cost associatéd wi Q,;

having two coupled solutions since the extra evalna
of the Biot-Savart relationship is required onlythe

intersection of the two domains rather than thraugh
the two complete numerical domains as

Qi

couples multiple separate$22:

Lies inside CFD boundaries, and encloses all
solid surfaces. The flow is represented entirely
by the CFD solver. Q;, can be disjoint, as in
Figure 2, but must contain all solid bodies of
interest.

SurroundsQ; and lies inside CFD boundaries.
The flow is represented by CFD solver. The flow
solution is transferred to VorTran-M at the start
of every time step, thus overwriting the VorTran-
M solution in this region. VorTran-M evolves
the vorticity during the time step to determine the
amount of vorticity that advects out @f.

Qg Consists of the remaining CFD domain lying

outside of regiom,. Both VorTran-M and the
CFD solver evolve the flow in the normal
manner. This region is usually small, often only
several cells thick, and promotes solution
stability by preventing instantaneous feedback
between the solvers. The VorTran-M module
sets the outer CFD boundary conditions.

Consists of the remaining VorTran-M domain
lying outside of regior2;. The flow is entirely
represented by VorTran-M.

in_ thdime Stepping Strategy

perturbation and field velocity approaches.

Sittee A time stepping strategy is defined that consists o

majority of the wake is represented in the vonicit advancing both the CFD and vorticity-velocity saas
velocity domain, this hybrid method further optiedz forward in time and then overwriting the vorticity-

the use of computational resources since it isonger
necessary to devote tightly spaced grid pointsiénfar-

velocity solution inQ5 using the CFD results.



Q, — CFD domain (handled solely

by the CFD Solver) The last identity follows from the identitE S, =0,
' for closed polyhedra.

For inviscid calculations, the surface velocity, s

nonzero. If one considers the inviscid result las t
limiting case of a viscous calculation where the
boundary layer has become infinitesimally thin,rttie

is clear that the boundary layer must contain eitytin
order to transition from zero velocity at the saggno-

\ slip condition) to_y at an infinitesimal height above it.

The vorticity strength associated with a surfacaaA,
is given by:

Q, — CFD solver prescribes

vorticity in VorTran-M .
Y Q, -VorTran-M domain

Q, — Remaining CFD domain. VorTran-M
sets the boundary conditions

Figure 3: Detailed schematic of CFD/NVorTran-M ¥Yg = J- OxudV :{)D xudS= J-D xUg dS
overlap regions Vs Ss A (4)

At time t", a solution in both the CFD and VorTran-Mwhere V; is the infinitesimal volume occupied by the
domains is available. This solution is advancedht vorticity sheet of thickness$, lying upon the ared); S
is the bounding surface d. For moving surfaces it is

. 1 . . . .
next time level,t™™, using the respective integration B ,
glso necessary to compute a “source” term:

strategies. In most arrangements, an implicit tim

marching strategy is used in the CFD code where the 1 3

discrete set of equations defining the flow fiefsate, Bs = jg wmds DEAx sz
A k=1

1 1 .
Qorp — Jogp are evaluated &, Since VorTran-M

(5)
employs an explicit scheme it is most convenierr®  other than its inherent discrete approximations th

advance the VorTran-M solution 6" so that the Biot-Savart relation provides a complete descriptid

resulting flow field, Q&r;;rlnamm and q\r};rlTran—M are t;rtz I(Iﬁ\(/)vv\;‘:]eld provided thatt and the surface velocities

available to evaluate flow states at the CFD bognda ) ) ) ) )
Once both the VorTran-M and CFD solvers havé finite wing configuration, summarized in Table 1,

: n+l : . provided a useful first test for the hybrid
advanced the solution 1™, the overwrite step is RSA3D/VorTran-M arrangement. Calculations were

performed where the CFD solution ®, (which may performed on different grids having identical cheise
differ from step to step) overwrites the VorTran-Myegojution (128 mesh points about the airfoil), but

solution. varying outer boundary placements. The smallest gr
Coupling Interfaces; General Cell I ntersection extends only 1.5 chord lengths away from the blade
and Insertion surface, which by conventional CFD standards woeld
considered far too small for reliable results. Tége
Application to Unstructured Grids grid is more typical and extends 10 chords awaynfro

A direct cell intersection method (vorticity*volume the surface. In all cases, a smoothly varying mssh
based on the coupling strategy described above wektained by constraining the grid spacing to graw n
tested via a RSA3D and VorTran-M coupling. Herefaster than by a factor of 1.1 from element to eletn
the vorticity field in the region over|ap region is For the hybrid calculations, the finest VorTran-Msh
calculated by finite differencing the CFD solvetogity — spacing is set to 2% span (18% chord) which is &bou
field. RSA3D uses an unstructured grid vertex Hasdwice the free-steam convection distance in a ttep
scheme to interface with VorTran-M, thus the voluméi-e., CFL=0.5) thus ensuring a stable VorTran-M

integrated vorticity in a tetrahedral cell is calculation using its explicit time marching method
The Courant numbers for the finest mesh cells @n th

CFD side are significantly greater than 1.0 andliiitp

1 4
a= j Oxudv = iﬂ xuds Dgzgk XS, (3) time stepping is necessary in RSA3D.
\Y S k=1

The wing, at 8 angle of attack, is impulsively started
whereuy is the velocity at tetrahedral vertés,andSc  from rest and thus generates a start up vortenat t
is the outward directed area of the face oppositierk.  trailing edge. This vortex convects downstream and

connects to the wing via two streamwise trailingtex



structures located near to the wing tips, see Eigur evident and are consistent with the locally induced
These vortex structures lower the lift coefficienta  swirl.
time dependent manner. Inviscid, low Mach number
flow and small flow angles are assumed thus allgwin
comparison to classical theories.

Table 1: Fixed wing parameters

Profile NACA 0012

Aspect Ratio AR 8.8

Mach Numberh(/lw) 0.2

270K Cell Mesh x O (-1.5¢c, +2.5¢) L

492K Cell Mesh XJ (-10.c, +11c) Figure 4: Persxpec;i\/;a view of the developing wake

structure for an impulsively started wing. All iso
surfaces are drawn at the same vorticity magnitude.

Estimates for the 3D lift coefficien€ sp=aspa for the
NACA 0012 airfoil in inviscid flow were drawn from
several sources. The steady state 2D and 3Duliiftec
slopes,a,p andagp, are approximately (for non-elliptic
wings) connected by the aspect ratio according to:

The steady state lift coefficients obtained withe th
various grids are summarized in Table 2 . The main
observation from this table is that the use of the
VorTran-M considerably improves the predicted lift
coefficient for the reduced domain CFD meshes. For

a example, the lift predicted with the hybrid method
Ay = e (6)  the small extent mesh (270,000 cells, outer botesiar
p located 1.5 chords from the surface) agrees with th
1+ 1+71 _ ) ol
TAR large domain CFD and XFOIL predictions to within

1.1% error.  Without the VorTran-M module to
where for the case presented her®.2 [78]. XFOIL represent the flow outside the CFD domain, therdsro
[79] predicts,Ci,p =0.9957 at M=0.2, which translates 5.7%. Generally, the CFD predictions on the trteda
to Cr3p =0.7603. Inviscid calculations with the RSA3Dmesh tend to overestimate the lift coefficient canapl
code using a fine grid extending 10 chords upstraath to the large mesh CFD results, and this is because
downstream from the surface prediCtsp =0.7573, truncating the wake eliminates the influence of the
which agrees closely (~0.4%) with the XFOILdownstream wake, thus reducing the induced downwash
prediction. and increasing the effective angle of attack. €hes

Fiqure 4 shows th veloping wak r r inresults show that not only is the vorticity beiruj_rectly
gure 4 shows the developing wake structure obth transferred from RSA3D to VorTran-M solutions, but

with the hybrid RSASD/VorTran-M including the the influence of this convecting wake is being featk

starting and trailing vortices. The most striking . :
observation is the preservation of the startingesons Eg%%i:g’ngo the RSASD solution via the outer bouyda

it traverses the VorTran-M mesh. The ability tatain
this vortex poses a challenge for any Euleriamable 2: Computed steady state lift coefficients
formulation because it varies rapidly in both spaod
time. The trailing vortex structures on the othand
also vary rapidly in space, but for this probleraasty Mesh/Case VorTran-M C
state conditions near the wing are achieved thatato
exhibit significant temporal variation. The abjlito

resolve the starting vortex multiple spans dowmstre 270 Cell Mesh No 0.8039
without significant dissipation attests to VorTrsl's

inherent strength when applied to vortex dominated 492 Cell Mesh No 0.7573
flow problems. The CFD code on the other hand is 270 cell Mesh Yes 0.7688
unable to preserve this vortical structure becaofe

numerical diffusion on this grid. Temporally growgi  Flat Plate N/A 0.7004
wavy perturbations can be observed along therigpili  xpo|L N/A 0.7603

vortices suggesting an aerodynamic instability.
Twisting striations in the trailing filaments ardsa




A bluff body wake is considered next. Unlike the
relatively thin wakes shed from aerodynamicallyacle
surfaces, bluff body type flows are dominated by
unsteadiness and periodically shed vortical strestu
Simulating such flows serves to demonstrate theitiyb
code’s abilities to reliably predict the spatial dan
temporal structure of the wake.

The wake structure and characteristic shedding
frequencies are strongly influenced by the feediatk
terms of induced velocities) of the wake upon tlxed
surfaces. Reliable prediction of these structures
therefore is contingent upon the accurate transomiss
of wake-induced velocities at the outer boundabissk Periodic spanwise shedding of vorticity
tO th e b 0 dy forming characteristic vortex street

Side view

The bluff body simulations consisted of orientirge t
wing described in Table 1 at 9@ngle of attack and
impulsively starting the calculation with J40.2. The
RSA3D/VorTran-M calculation was carried out using ™V
the 270,000 tet. grid used earlier and a near grid
VorTran-M spacing of 18% chord. While the grid

would be too coarse for resolving features near t . S
Jgure 5. Wake geometry expressed as vorticity iso-

surface, it appears adequate for capturing the wal . -
dynamics further downstream. surface for the rectangular wing positioned nornal

Periodic chordwise shedding of vorticity
interacting with the quasi-2D vortex street

the flow
The wake after 1800 time steps, when the wake has p—ry —c,
convected approximately 67 chords downstream, is 03 ‘ ; 3

shown in Figure 5. By this point a periodic vortex
shedding process is fully established with spanwise
vortices of approximately equal and opposite viytic
being generated successively off the trailing aadling
edges. The near wake exhibits intricate linking
structure and strong three-dimensional featureschvhi
are attributed to end-effects that must arise torea

the Helmholtz constraint (i.e., vortices cannotrigate

in the flow so that each of the strong spanwisdices
must link to one or more of its oppositely oriented
neighbors via streamwise connecting vortices tanfor !
closed loops of vorticity). Further downstreame th 01 ‘ ‘ ‘ L
vortex induced stretching and subsequent inteiifignk '
results in finer scale structures. The numeroutiesd e f=]

tend to cancel each other so that their net fad-fie Figure 6: Force time histories for a wing at%@ngle of
influence becomes small. This implies that in CFD attack predicted by hybrid RSA3D VorTran-M code.

calculations it is only necessary to resolve thar@st Solid lines: lift coefficient, dashed lines: drageficient
portions of the wake where the larger vortex stres

dominate the wake-induced contributions back on tf2 non-dimensional gauge of the vortex shedding

shedding body. frequency behind a bluff body is the Strouhal numbe
Sample force time histories are presented in Figure SI—E

below. The fluctuations are induced by the vodgret - vV 7
associated with periodic wake shedding that ocesrs 7

the flow passes the wing. The force history réflebe where f is the number of vortices formed (on o sif

overall evolution of the flow beginning with fornan  the vortex street) per unit time, L is the chardstie

of the starting vortex that then convects downstreawidth of the body (in this case the chord lengthyl &

while symmetry in the wake breaks thus leadinght® t is the flow velocity. The Strouhal number is gaweut

three-dimensional vortex street. by the interaction between three processes: (i) the
generation of shed vortex structures at the blaifiyb



edges; (i) the evolution of the shed vortex wakelemonstrate both the moving mesh and multiple domai
geometry and (iii) the influence of the shed wakekb capabilities of the hybrid RSA3D VorTran-M code.

upon the shedding body. For flow over a wing awein In each case shown in Figure 7 the rotation rate wa

Egrspggdzlc[télar to the flow, the Strouhal number dhou 1070 RPM and no trimming of the rotor was attempted
' ' The collective was fixed such that the tip anglatck
The force history shown in Figure 6 exhibits a péic  in hover was 11 Both predictions showed excellent
behavior with characteristic frequenty71.4Hz which preservation of the rotor wake.
corresponds to a Strouhal numberS#0.2003. The
drag response contains higher harmonics which s no
surprising in light of the multiple 3D structureses in
Figure 5. The lift (normal force, ¢ response is
dominated by the first harmonic and contains a bias
away from zero due to asymmetry (the NACA 0012
airfoil is not symmetric about the mid-chord plane)

The hybrid RSA3D/VorTran-M code is thus able to
reproduce the oscillatory response at close to the
expected frequency using a coarse, limited-extezghm
and a small fraction of the computational resources
required for a pure CFD computation.

Unlike the fixed wing calculations above, rotortraf
flow fields pose unique challenges for traditio@D 7
solvers because the wake retains its strength and |

remains near the rotor for long periods. Perfogmin [
such calculations with RSA3D/VorTran-M serves to
illustrate  the long-term vorticity preservation

capabilities of the model. Furthermore, the VElic Figyre 7: RSA3D/VorTran-M rotor wake predictions:
shed from a rotor can re-enter the CFD domain ef thy,g pladed untrimmed rotor in slow speed ascent

subsequent blade. This raises a new challenge fQfyper) and two bladed untrimmed rotor in forward
hybrid modeling, namely the ability to transmit re<ignt (lower)

entrant vorticity that convects from the outer Vail-

M domain into the CFD calculation across the CFB\pplication to Cartesian-Grids

outer boundary. The same direct vorticity*volume insertion methaosl a
IWith RSA3D, was evaluated in CGE/VorTran-M. Here
oceII intersection was trivial by enforcing exact
élignment between the CGE and VorTran-M cells (see
Figure 8).

Slow speed ascent and high speed forward flig
(1=0.325) simulations were performed using a rot
similar to the active elevon rotor experiments aftén
[81], however, to expedite turnaround time a twaelald
(rather than the original four-bladed) versiontef totor The CGE/VorTran-M methodology resulted in tirst
was simulated. A VR-12 profile was adopted, whikh commercial ship wake database for a real-time dalcti
freely accessible and similar to the VR-18 crosgise  flight simulator [62]. This effort, for the US Ng'g
actually used in the test. The blade twist gradiesms MH-60R/SH-60B tactical operational flight trainers,
10°/R. Each blade grid was generated by sweepingircluded over 192 ship/flow condition combinations,
2D triangular grid along the span with 128 nodesuab with the wake flow field sampled atlm spacing out to
the chord and 16 intervals along the span. Thée roé ship lengths downstream.

section (r=56.3 cm) is open and the mesh boundary
this section is treated as an outer boundary afigwi

both incoming and exiting relative flow. Onecompared well with scale model and full scale ship

consequence of this modeling approximation is that ;
suppresses the formation of a root vortex. The gnalrwake measurements (see [62] for mare detallk).

associated with each rotor blade contains 72,00@po0 sample .shi.p ai_rwake predictiorj _is ShOYVr! for a L.PD'4
and the grids are completely disconnected. Thaefosgfiiaﬁh'gcg;e?ggge t?]eanv(\j/is)(hgtfggns':g”agf Cgtet;f:]k
all interactions and coupling between the bladevflo described earlier 9 9

fields must be effected through the vortical soluti '

convected in VorTran-M. These calculations therefo

Bespite the limitations of the application of anldtu
formulation near to the deck of the ship, preditio
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Pure OVERFLOW results are presented that utilized a
off-body grid system where the grid levels coarselng

a factor of two between the near-field of the rotor
system to the far field region of the computational
domain. For the hybrid OVERFLOW/VorTran-M case
where the OVERFLOW outer near body grid was used
to input the vorticity for VorTran-M, the finest Itsize

in the VorTran-M domain was then set to twice tlze s

of the near body grid As=0.43c) cell, and the
subsequent grid coarsening occurred at every rotor
radius downstream.

Results are presented in Figure 10 after 2550 sirmps
(~630 degrees) when the starting vortex has coedect
approximately one diameter downstream. Here, the
extent of the OVERFLOW near body grids is outlined
in red and the active VorTran-M grid in blue. Orege
Figure 8: Intersection of Cartesian grid (red) andgrids, the pure OVERFLOW computation is normally
VorTran-M grid (green) at right for a yawed flow dissipative in nature and hence unable to preserve
condition significant vorticity in the rotor wake beyond

4 approximately one rotor revolution. The coupled
OVERFLOW/VorTran-M solution, on the other hand, is
able to preserve the entire wake flow, including th
starting vortex, see Figure 10.

Figure 9: CGE/VorTran-M prediction of a LPD-4 class
ship airwake

Application to Structured Grids

Given the positive results obtained using the simpl
vorticity insertion method in the CGE/VorTran-M, a
similar vorticity-based technique was examined [50]
using the NASA OVERFLOW (2.1lab) structured
overset solver.

Predictions for a single-bladed rotor configuration
forward flight are presented in Figure 10 througgpuFe
12. The rotor configuration consisted of a modifie
NACA 0012 airfoil section (O-grid with 91 x 89 x 31
cells) and two end caps (67 x 39 x 41 cells eadh).
body of revolution representing a rotor hub (7124 X
37 cells) was also included in the analysis. Talifate
the vorticity-based coupling a non rotating oute
rectangular grid domain (271 x 271 x 52 cubic cell
with As=0.22c) containing the entire rotor system wa#é direct comparison of the predicted vorticity el
used to calculate the vorticity required by VorFin (non-dimensional OVERFLOW units scaled by the

OVERFLOW/VorTran-M
Figure 10: Predictions of wake vorticity, plotted the
same level of vorticity magnitude, for a 1-bladedor
in forward flight after 2550 time steps
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speed of sound) for these two solutions is showthen bodies in the flow, but this option results in high
slices, perpendicular to the direction of flight,(dominant) computational cost associated with ghid.
downstream of the rotor plane, in Figure 11 anduféig Another option is to implement formal cell intersen

12. routines, as with RSA3D; however such methods are

Figure 11 top compares the predictions on a sl&@ 2 complicated, invasive and expensive.

chord lengths aft of the rotor hub, and, despitetito-
fold difference in cell size between the OVERFLOW
near body grid (the red box in Figure 11 uppey) leftd
VorTran-M, both show almost identical vorticity [fis
(peak vorticity for both cases is 0.77). Further
downstream, 31.7 chords lengths (Figure 11 bottom)
the solutions start to diverge with the OVERFLOW "ooeees s e s
predicting a peak vorticity (0.36) that is half the
OVERFLOW/VorTran-M value (0.72). By 33.3 chord
lengths downstream (Figure 12 top), the VorTran-M
grid for the hybrid calculation has been coarsetwed
twice the resolution of the corresponding OVERFLOW
grid, yet the solution clearly demonstrates a ldghree

of the conservation of the peak vorticity. Itmsportant s s

to mention that the OVERFLOW solution has diffused OVERFLOW OVERFLOW/VorTran-M
the rotor blade t|p vortex to a magnitude of Oﬂlp Figure 12: Predicted VOI’tiCity magnitude for a laded
value, whereas the hybrid solver predicted a distinrotor in forward flight on a plane perpendicular the
core structure with peak of 0.79. Similar trends a direction of flight, 33 (upper) chord lengths an@ 4
shown at 40 chord lengths downstream in Figure 1(fower) downstream of the huldsoverrow=0.43c and
bottom where the OVERFLOW predicted peak4Svortran-m=0.87C

vorticity has been diffused to about 20% the valfithe
hybrid OVERFLOW/VorTran-M solution on a grid that
is twice as coarse.

Coupling Interfaces. Velocity-Based Coupling
Method

Application to Structured Grids

To address these deficiencies a more general Weloci
based coupling that builds upon the observations
defining flows in terms of vorticity and velocity as
developed. Here, the velocity, rather than vdstjcvas
passed from the CFD code to VorTran-M at the
VorTran-M cell corners in the overlap region. Vifith
VorTran-M, the vorticity field was calculated by
appropriately finite differencing the velocity fiel This
procedure can be facilitated by setting up a nealyb
grid in a structured mesh that is identical to fimest
VorTran-M grid. When implemented for use with
OVERFLOW, the OVERFLOW solver treats this grid
R0 08 is 15 o b om0z s like any other, and automatically performs grid imot
OVERFLOW OVERFLOW/VorTran-M  and hole cutting as the blades rotate, flap andhén
Figure 11: Predicted vorticity magnitude for a laded case of aeroelastic calculations, deform. The VamT
rotor in forward flight on a plane perpendicular the M interface then uses this information to accowott f
direction of flight, 23.2 (upper) chord lengths aB#l.7 VorTran-M cells that intersect the body using a
(lower) downstream of the huldsgverriow(red region  modified version of method described in [82]. Aet
at left) =0.22¢,4soverrLow=0.43C andds,oranm=0.43c  €nd of each time step VorTran-M sets the OVERFLOW

The OVERFLOWNGrTrant_coulng presenieddy oy e phte mine sooron, -~ o * "
above uses simple vorticity injection to initializbe

VorTran vorticity sources. This works well whereth Sample predictions from [50] for thé Bollective, 1250
grids are nicely aligned, but very poorly when tlesg RPM Caradonna and Tung [83] hover experiments are
not due to interpolation errors. These errors ban summarized below. The two bladed zero twist rotas w
remedied by using a fine CFD grid, surrounding alineshed with three C-grids per blade (blade: 318 x 8

0 oo ars ur:‘
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81 cells with y+=0.955, tip and root caps 85 x 781x loading for this hovering rotor configuration onisth
cells) and a body of revolution hub. The two bthdenon-optimized relatively coarse grid is significant
rotor was then surrounded by the VorTran-M gridhwit
cells of As=0.13c. VorTran-M set the boundary NN LRt R e
conditions on an additional grid of cubic cells hwit
As=0.13c (112 x 58 x 36 cells that rotates with and
encloses the rotor system, see Figure 13. After
approximately 6000 time steps, this results intal tof

7.2 million active cells.

td i Blade root vorticity

\/
/\

] . Figure 14: Close-up of OVERFLOW (upper) and
Figure 13: 2-bladed rotor and hub grid arrangementovERFLOW/VorTran-M (lower) predictions of the

Blade grids (black), tip-caps (blue), root-cap (yeub  npear-hody wake and velocity vectors on a sliceufto
grid (green), bounds of initial VorTran-M grid (®u the rotor from [50]

line) and grid on which VorTran-M sets boundary o ) _
conditions (red line) Predictions of the tip vortex trajectory are conguato

) ~ experimental measurements in Figure 16 where the
A close up of the rotor wake in the near-body regioerror pars represent the error associated withtifaga
predicted with pure OVERFLOWand with the coupled the center of the tip vortex (i.e. local grid celze).
OVERFLOW/VorTran-M is plotted in Figure 14, where\yake trajectory data was extracted from the pure
OVERFLOW alone predicts very little root vorticity oyvERFLOW prediction for the first 2?0after which
and significantly diffuses the tip vortices afteboat the predicted vorticity was insufficient to idetif
Y~135. Conversely, OVERFLOW/VorTran-M discrete vortices. Plotting Q-criterion may aigp ti
predicts significant loading along the entire spéithe  yortex identification, however all results presentere

blade, with the tip vortices cleanly exiting theandody  are based on iso-surface of vorticity magnitude.
region. The lack of inboard vorticity predicted by

OVERFLOW also manifests itself in the rotor thrust 035

coefficient and blade loading shown in Figure 15. o Caradonna & Tung !

OVERFLOW predicts the magnitude of the loading LT TN S :
near to the tip, but significantly underpredictse th ;
loading inboard of 0.8R. The integrated thrust
coefficient for this case was;€0.00432, or 94% of the o2d K
experimental value. OVERFLOW/VorTran-M more o

accurately  reproduces the thrust coefficient 0151

0254 Lo KT

(Cy=0.00458, or 99.6% of the experimental value) and o1 L
the inboard loading. However, the 0.5R is still ' P
somewhat underpredicted, though this may be dtieeto 005 -~ == -kpo®- -l
relatively low number of revolutions simulated rese ! ! ! ! ! ! !
predictions. Nevertheless, the improved ability of 0 ' ' ' ' '

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

OVERFLOW/NorTran-M to predict the spanwise

" Pure OVERFLOW predictions were undertaken on theigure 15: Comparison of measured and predicted
same near-body grid arrangement as the hybrpanwise loading (Eexperiment= 0.0046, G overrLow=
OVERFLOW/VorTran-M.  Automatic off-body grid 0.00432, G overriownvortran-ni= 0.00458) from [50]
generation was used with a factor of 2 spacing that

resulted in a grid with 19.8 million cells.
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05 velocity at the VorTran-M cell nodes can be perfedm
0.45 efficiently (i.e. only one loop over the FUN3D ¢rid
04 - 08 VorTran-M cells that have nodes inside the bodylman
7 o Caradomna & Tung z/R | | | & made to take into account the bound vorticity (823
§ 037 |--e--overrLowzr 0 T% = for more details). Similarly, since the overlamion
C 34| & OVERFLOWNoMan-MzR| %ﬁ 40 ] 06 < . .
s v e Caradomna& Tung iR % s can be defined in terms of VorTran-M cells, the
‘G 0.25 { |-~ #--OVERFLOW iR i -1 --105 8 VorTran-M nodes that are exterior to the FUN3D
o ——&—— OVERFLOW!/VorTran-M r/R | o .
~ 024 — S o4 x overlap region are not used.
g | | -
g ois1 ST o 70938 Marking of the VorTran-M cells to calculate the dep
01t --4--- LB --1--- e e regions etc is performed at each time step. First
0054 XS [ cells that intersect the surface are marked, ama th
o & . 0 based upon the desired size of the overlap andebuff
0 50 100 150 200 250 300 350 400 region, cells are marked radially outwards awaymfro

Vortex Age (deg.) the surface.

Figure 16: Comparison of measured and predicted tip sample FUN3D/VorTran-M prediction for the finite
vortex trajectory wing at 90 angle of attack calculated using this strategy

Both solutions correctly predict the first 4®f tip IS Presented in Figure 17, along with pure FUN3D
vortex evolution: for the next 180 however resulfcs_ on the same _near—_body_ grid. For this flow
OVERFLOW predicts a tip vortex trajectory that iscondition, the flow field is highly unsteady and
more outboard and lower than the measured datae Orflominated by vorticity shed and trailed from thedig
significant wake interactions take place to distbettip @nd trailing edges of the wing. The flow field gicted
vortices (after 18Dtip vortices start to interact with the PY FUNSD (with a Spalart-Allmaras turbulence model)
next blade), OVERFLOW predicts a significant in@ea S Shown in Figure 17 left, and exhibits separafrom
in both the descent and contraction ratedh€ upper and lower surfaces, with some wake shgddi
OVERFLOW/VorTran-M, correctly predicts the tip that is rapidly d|SS|pat§d due to inadequate resoiun _
vortex trajectory for the entire revolution, witioth the the downstream grid. ~ In contrast, the hybrid
vertical and radial position of the wake closelgcking FUN3D/VorTran-M prediction (Figure 17 right) using
the experimental data throughout.ide”tica| near-body mesh resolution shows a sicgmifi

OVERFLOW/VorTran-M also correctly predicts the!MProvement in realism, comparable to RANS-LES
asymptotic extent of radial contraction. predictions [84], with distinct vortices being shiedm

the surface, and propagated downstream.
It should be noted, that in general the grids eygio

for the pure OVERFLOW calculation would be too
coarse and non-optimal, by themselves, for reliable
hover calculations. Consequently, the calculationg
presented here do no represent the best thg
OVERFLOW can do; rather they serve as a simplg
industrial scale baseline against which to comphee
hybrid OVERFLOW/VorTran-M.

Application to Unstructured Grids

The preceding strategy was utilized to couple Varfr
M to NASA's FUN3D code.
distribution is inferred from the velocities evaied
over a small sub-set of VorTran-M cells (those dyin
the overwrite regionQ,) all that is necessary is to
determine the FUN3D velocity at the cell corners of ) ) ) )
these VorTran-M cells. Three mixed element grid-based coupling interfaces
have been implemented and assessed for various, fixe

Implementing such a velocity-based coupling requirerotary and bluff-body configurations:
that routines to interpolate velocities exist ahdttthe

surface definition (and/or suitable cell blanking
information as in OVERFLOW) be made available to
helper routines so that we can mark VorTran-M cells
that are in the overlap region. Determining theNBD

(a) FUN3D
Since the vorticity Figure 17: Mid-plane vorticity magnitude predictég
the FUN3D/VorTran-M coupled simulation for the
NACA0012 wing at $oangle of attack

(b) FUN3D/VorTran-M

L essons Learned

1. Cellintersection and insertion
2. Centroid-based vorticity*volume insertion

3. Velocity-based insertion
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In formal cell intersection, exact intersectionscobic body grids and discontinuous vorticity distributson
VorTran-M cells and the CFD grid (for the casegenerally result.

presented here, the tetrahedra in an unstructuesh m eneral counling aoproach that eliminates these
see Figure 18 left), are developed and the intéosec 9 o piing appi
complexities, computational costs and large

volume employed to transfer the vorticity calcuthta . terpolation erfors can be obtained by reformotat
each cell to the appropriate intersecting VorTran-M"¢"P N - y
the coupling in terms of velocities evaluated a¢ th

cells. Tests are also conducted to determine éf th

VorTran-M cells intersect the boundary or surfaddis \;;ertlr%ilihoifs iﬁﬁ:?gl?lte tsir?éet?eeso\lll?'g;l)-rrlaig_wovseclilgfeec;rhls
is necessary for Euler calculations to account tfar PP

“bound” vorticity associated with the surface slipby the target VorTran-M mesh size. It is simpiexce

. . A : . complex and invasive volume intersections are mgula
velocity. Formal intersection is expensive, anguiees P

extensive modification of the host CFD solver togi);n ﬁlrogr% Igftt;poalsgﬁgb|2r?r?et(:1lérer?ostth?;to daere IE)rootrrL
determine the vorticity in each cell.  Moreover P '

calculating the vorticity in the boundary layer d&ie Gau_s_s mteg_ral :heorlem,d the \éolumle mtegral 01; the
18 right), where a large fraction of the total Cigid vgrtlutyh IS |r|ect.y re atfe to the vehqcny m;ueage
resides, is a computational bottleneckDespite this ahouttthet enlc o_f_lng stur QC?' thFrtoLn this r(;,\srlij_t_;:me
computational cost and the required code modifcesti E 3W al velociies a pﬁ!nhs ad appen toris edi?
results obtained with this method implemented withi ody evaluate to zero which produces consistenbtou

the constructs of RSA3D/VorTran-M were excellent. vorticity V?'“e.s- Finally significant COSt. savingsith
no reduction in accuracy, can be attained by chrefu

BN > placement of the overlap regions.

%\ ? Conclusions

A %/ f ?< CDI's CGE Cartesian grid solver with the goal of
Figure 18: Intersection of unstructured (blue) andmproving predictions of vorticity dominated flovisy
VorTran-M grids (red) at left and center eliminating the diffusion issue that limits the &ipation

To address these costs, a simplified approach w8k pure Navier-Stokes/Euler solvers. Three cogplin
developed and tested out in the coupling of Vordvan Procedures have been described, along with sample
to the Cartesian grid solver CGE. Here, the volumdesults and lessons learned. The results preséered
weighted vorticity (i.e.  vorticity*volume)  was demonstrate improved wake and loading predictions.
calculated in overlapping cells and passed to VamTr
M at the cell centroid (see Figure 8). This method
obviates the need for a formal intersection catamuta Work to date has focused on developing and
since the grids coincide exactly (e.g., in the Iowight demonstrating the feasibility a prototype hybrid
portion of the red grid in Figure 8) and ensure€FD/VorTran-M flow solvers. Ongoing work seeks to
conservation of the volume-integrated vorticityvbe¢n improve the efficiency of the coupling in additida
the two codes. Again, surface bound vorticity idurther validation of the approach. It is antidguthat
inserted into any intersecting cells. When couplétth  future work will investigate developing a parallel
the CGE, results were good. VorTran-M module, as well as refining the fundanaént

. L . module coupling strategy to facilitate interfacitg a
Centroid-based vorticity insertion worked well forvariety of CED solvers.

coupling to CGE and indeed certain OVERFLOW
configurations because the CFD and VorTran-M grids Acknowledgements
can be made to align exactly and/or tight contesi be
placed on the size of the CFD cells in the overla
region. This is generally not the case for unstmez
grids, or overset structured grids when the Vorlvan
cell size approaches, or is smaller than that efrtbar-

This paper describes ongoing couplings between
VorTran-M and several unstructured and structuméd g
Reynolds Averaged Navier-Stokes CFD solvers (CDI's
RSA3D, NASA's OVERFLOW and FUN3D) and

Ongoing and Future Work

he authors wish to acknowledge the support olie

rmy Aero Flight Dynamics Directorate at Ames
Research Center, specifically Mr. Mark Potsdam and
Dr. Chee Tung, who guided the initial VorTran-M
development and early OVERFLOW coupling work
through the Small Business Innovative ResearchR}$Bl
Program. Additional thanks also Dr. Doug Boyd and

* this is true of both velocity and vorticity-based the FUN3D development team for their support in
coupling and is controlled by the placemen€f
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undertaking a preliminary coupling to FUN3D under a
NASA SBIR Phase | effort.
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